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resulting in a digital output signal with a mean p, and a variance O’j Still it is possible to
measure the input/output relation, the characteristic curve

By = My.dark = R(1p), (5)

By BESERAR Y, BT (A, EEXTREK).,
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Saturation. The saturation gray value p,q.¢ is given as the mean gray value where the
histogram of the gray value distribution is not significantly cut-off so that the estimate
of the mean value and especially the variance is not biased. With this technique it is
required td_first find the maximum possible valiié) For a sensor with a resolution of k
bits, this is normally the value 2* — 1. Buf for some sensors, this may be a smaller
value. Therefore it is first required to find the maximum possible value y. Then set
the exposure by adjusting the exposure time and/or radiance of the light source just as
high that between 0.1 - 0.2% of the total number of pixels show the maximum value.

With this setting, the bias in the variance estimation is less than 0.37% for a normal
distribution. Accumulate the histogram from one or two images without any averaging.
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Saturation capacity /i, sat- The saturation capacity ji, sat is the number of photons which
corresponds to the maximum measured digital value fi, sa¢ as described at the beginning
of this section. The saturation capacity p.sat in €~ is given by Eq. (24).

=
Bx 1 1 1 1 1
Hp.min = — ( 05+ 02/K24+1/4+ 7) =- (, [0 qari/ K2+ 1/4+ 7) > —. (26)
n 2 n . 2 Ui
I
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MERATE 2 /M"PHE, BT Ky=a0+al*H (H#Z x), RIMBRXA:




with an offset ap and a slope a; (Fig. 9a). In the following equations the abbreviation
y[i] = jiyli] — fiy.aarc[i] is used.” Because relative deviations are minimized, not

is minimizc

3 [vli — (a0 + ay 1)

> [i] = (ao + a  H[i])]*.

RENER
ao =« | S H Y Bl - ZH[ﬂ?/ym?Zl/ym] (59)
and
m=x [ZH[ﬂ/ym?Zl/ym - ZH[ﬂ/yle/ym’*] (60)
with

2
A= (ZH[i]/y[i]Q) - E:H['Ei]2/%/[’5]221/?;[1']2 (61)
FETHEHSMRATERY error:

N ro7] yli] — (a0 + ar HIi])
dyli] [%] = 100 a0 + ay H]] .

(62)

The linearity error is then defined as the the mean of the absolute deviation in the range
between 5% and 95% of the saturation capacity.

n

1
LE = H;My[éﬂ : (63)
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1. ZERE: MESEREREHTSE

For all other evaluation methods of spatial nonuniformities besides variances, such as
histograms, profiles, and spectrograms, it is required to suppress the temporal noise well
below the spatial variations. This can only be performed by averaging over a sufficiently
large number L of images. In this case, spatial variances are computed in the following way.
First a mean image averaged over L images y[l] is computed:

lL—l
=z lll (33)

=0

The averaging is performed over all pixels of a sensor array. The mean value of this

image is given by:
M-1N-1

by =i 3 3 (o) [l (34)

m=0n=0
where M and N are the number of rows and columns of the image and m and n the row
and column indices of the array, respectively. Likewise, the spatial variance s? is

M~1N-1

fy measured — )?U—N Z Z [ﬂl][n] - ruy)z (35)

m=0n=0

All spatial variances are denoted with the symbol s? to distinguish them easily from the

temporal variances o2. The spatial variances computed from L averaged images have to

be corrected for the residual variance of the temporal noise. This is why it is required to
subtract o} /L:

2 2 2
Sy.sta,ck = Sy.mea.sured - Uy/L' (36)

Hrp sigma-y BUIEA:

2

1 L-1 M-1N-1
O mlln] = - Z(J[f][m][n]——ZJU][T"][“]) and o) o = MNZZ simln]”

=0 =0 m=0n=0

2. DSNU #1 PRNU: Hr 50 &7~ 50%8F1E, RI&IERIBE/CHTEL,

The DSNU1288 and PRNU12s85 values are then given by
DSNUj 988 = Sy.dark/ K (units e™)

and

§2 o — 82
“y.50 — “y.dark .
PRNU 9 = ————— (unlts %)
Hy.50 — Hy.dark

from highpass-filtered images.

For highpass filtering the following two-step filtering is applied. First the images are
smoothed by the following filters, one applied after the other: A 7 x 7 box filter, an 11 x 11
box filter, and a 3 x 3 binomial filter. In a second step this smoothed image is subtracted
form the original image, leaving only the high-frequency part of the nonuniformities in
the resulting image. Theoretical details for this choice of highpass filtering are detailed in

Appendix E.3.
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